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Kata Pengantar

Puji syukur kehadirat Tuhan Yang Maha Esa atas limpahan rahmat 
dan karunia-Nya sehingga penulis dapat menyelesaikan buku yang 

berjudul “Strategi Cerdas Pengolahan Data untuk Analitik Prediktif dan 
Segmentasi.”

Buku ini disusun sebagai upaya untuk memberikan pemahaman 
yang komprehensif mengenai bagaimana data dapat diolah secara efektif 
untuk menghasilkan wawasan yang bernilai, khususnya dalam konteks 
analitik prediktif dan segmentasi. Di era digital saat ini, data bukan sekadar 
kumpulan angka, melainkan aset strategis yang mampu menjadi dasar 
pengambilan keputusan cerdas di berbagai bidang, mulai dari bisnis, 
pemerintahan, hingga riset akademik.

Melalui buku ini, penulis berusaha menyajikan konsep, metode, 
serta strategi praktis yang dapat diterapkan untuk mengolah data secara 
efisien—mulai dari tahap pengumpulan, pembersihan, transformasi, 
hingga penerapan model analitik yang relevan. Pembahasan juga 
dilengkapi dengan contoh kasus dan pendekatan berbasis teknologi terkini 
agar pembaca dapat memahami penerapannya dalam dunia nyata.

Penulis menyadari sepenuhnya bahwa buku ini masih jauh dari 
sempurna. Oleh karena itu, kritik dan saran yang membangun sangat 
diharapkan demi penyempurnaan karya ini di masa mendatang.

Akhir kata, penulis berharap buku ini dapat memberikan manfaat 
nyata bagi para pembaca—baik mahasiswa, peneliti, praktisi data, maupun 
siapa pun yang ingin memahami dan mengoptimalkan potensi data untuk 
mendukung pengambilan keputusan yang lebih cerdas.
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Semoga buku ini menjadi kontribusi kecil dalam memperkaya literatur 
ilmu data dan menjadi inspirasi bagi pengembangan strategi analitik yang 
inovatif di masa depan.
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CHAPTER 1
Pengantar Analitik prediktif dan 

segmentasi

Analitik prediktif merupakan cabang dari analisis data yang berfokus 
pada penggunaan data historis, statistik, dan algoritma pembelajaran 

mesin untuk memperkirakan kejadian atau perilaku di masa depan. 
Pendekatan ini menjadi inti dari pengambilan keputusan berbasis data 
karena mampu mengubah pola historis menjadi wawasan prediktif yang 
membantu organisasi bertindak proaktif, bukan reaktif (IBM, 2024). 
Melalui teknik seperti regresi, pohon keputusan, random forest, dan 
jaringan saraf tiruan, sistem analitik prediktif dapat mempelajari hubungan 
kompleks antarvariabel untuk menghasilkan perkiraan dengan tingkat 
akurasi tinggi (Kuhn & Johnson, 2013).

Dalam praktiknya, analitik prediktif telah diadopsi secara luas di 
berbagai sektor. Di bidang bisnis dan keuangan, analitik ini digunakan 
untuk menilai risiko kredit, mendeteksi penipuan, serta mengoptimalkan 
strategi pemasaran dan penjualan (Provost & Fawcett, 2013). Di sektor 
kesehatan, model prediktif membantu memperkirakan risiko penyakit, 
mendukung diagnosis dini, serta meningkatkan efektivitas intervensi klinis 
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2 Strategi Cerdas Pengolahan Data untuk Analitik Prediktif dan Segmentasi

(Rajkomar et al., 2019). Dalam industri manufaktur dan Internet of Things 
(IoT), analitik prediktif berperan dalam perawatan prediktif (predictive 
maintenance), meminimalkan downtime peralatan, dan mengoptimalkan 
rantai pasok (Lee et al., 2020). Bahkan pada bidang lingkungan, prediksi 
berbasis data digunakan untuk memantau polusi udara, memperkirakan 
curah hujan, serta mengantisipasi perubahan iklim secara lebih akurat 
(Wang et al., 2023).

Sementara itu, segmentasi data—sering disebut juga segmentasi 
pasar atau segmentasi perilaku—adalah proses mengelompokkan entitas 
seperti pelanggan, wilayah, atau produk ke dalam kelompok yang memiliki 
kesamaan karakteristik. Tujuannya adalah agar strategi yang diterapkan 
pada tiap kelompok menjadi lebih terarah dan efisien. Pendekatan ini 
berakar dari analisis klaster dalam statistik dan machine learning, seperti 
metode K-Means, Hierarchical Clustering, atau Gaussian Mixture Model 
(Jain et al., 1999). Segmentasi banyak digunakan dalam pemasaran untuk 
mengenali pola perilaku konsumen, dalam pendidikan untuk memahami 
profil belajar mahasiswa, dan dalam kesehatan untuk mengidentifikasi 
kelompok risiko yang membutuhkan intervensi berbeda (Wedel & 
Kamakura, 2000).

Analitik prediktif dan segmentasi memiliki hubungan yang erat 
dan saling melengkapi. Segmentasi dapat menjadi langkah awal dalam 
memahami heterogenitas populasi sebelum membangun model 
prediktif—strategi yang dikenal dengan pendekatan segment-then-predict. 
Dengan mengelompokkan data terlebih dahulu, model dapat dilatih 
secara spesifik pada setiap segmen, sehingga menghasilkan prediksi 
yang lebih akurat dan relevan. Sebaliknya, hasil dari model prediktif, 
seperti skor risiko atau probabilitas kejadian, juga dapat digunakan 
untuk membentuk segmen baru yang lebih bermakna secara bisnis atau 
operasional (predict-to-segment). Pendekatan integratif ini telah terbukti 
efektif dalam meningkatkan personalisasi layanan dan efisiensi strategi 
berbasis data (Fayyad et al., 1996; Wirth & Hipp, 2000).



CHAPTER 2
Prediksi Kualitas Udara 

Menggunakan Model Deep Learning 
LSTM

Dian Ayu Afifah, Imam Asrowardi, Meilina, 
Muhammad Hafizh Risqullah

A.	 Ringkasan

Penelitian ini membahas pengembangan model prediksi kualitas udara 
berbasis deep learning menggunakan arsitektur Long Short-Term Memory 
(LSTM). Latar belakang penelitian berangkat dari meningkatnya polusi 
udara, khususnya partikel halus PM2.5, yang berdampak besar terhadap 
kesehatan manusia dan lingkungan. Sistem pemantauan konvensional 
dinilai belum mampu memberikan prediksi real-time yang akurat dan 
efisien, sehingga dibutuhkan pendekatan berbasis kecerdasan buatan 
yang dapat memanfaatkan data historis untuk menghasilkan prediksi 
yang lebih presisi.
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8 Strategi Cerdas Pengolahan Data untuk Analitik Prediktif dan Segmentasi

Metodologi penelitian menggunakan dataset PRSA dari UCI yang 
mencatat kualitas udara Beijing tahun 2010–2014, dengan 13 fitur utama 
meliputi parameter meteorologi dan konsentrasi PM2.5. Data diolah 
melalui tahap preprocessing seperti one-hot encoding, normalisasi, dan 
pembentukan jendela waktu (sliding window) sebelum dimasukkan 
ke dalam model LSTM. Model dievaluasi menggunakan metrik MAE, 
RMSE, dan R², dan dibandingkan dengan model CNN serta CNN-LSTM. 
Hasilnya menunjukkan bahwa LSTM murni memberikan performa 
terbaik dengan nilai RMSE dan MAE terendah serta R² mencapai 0.957, 
menandakan kemampuan tinggi dalam menangkap pola temporal pada 
data polusi udara.

Penelitian ini menyimpulkan bahwa model LSTM sangat efektif 
dalam memprediksi konsentrasi PM2.5 secara akurat dan stabil, sehingga 
berpotensi digunakan dalam sistem pemantauan kualitas udara berbasis 
AI secara real-time. Rekomendasi pengembangan selanjutnya mencakup 
integrasi data eksternal seperti kondisi cuaca dan aktivitas lalu lintas, serta 
eksplorasi model lanjutan seperti Attention-LSTM atau Transformer untuk 
peningkatan akurasi dan efisiensi prediksi.

B.	 Pendahuluan

Latar Belakang

Kemajuan teknologi informasi (TI) dalam beberapa dekade terakhir 
telah mengubah industri secara signifikan melalui teknologi digital. 
Di Indonesia, sektor TI berkembang pesat dengan meningkatnya 
kebutuhan digitalisasi di berbagai sektor, termasuk bisnis, pemerintahan, 
dan pendidikan. Transformasi ini difokuskan pada pengembangan 
infrastruktur, pengelolaan data, dan keamanan informasi melalui teknologi 
seperti komputasi awan, big data, dan keamanan siber. Namun, di balik 
pertumbuhan ini, tantangan besar muncul akibat kesenjangan antara 
keterampilan dan tanggung jawab profesional TI. Hal ini terutama terlihat 
ketika mereka menangani proyek di luar kompetensinya [1].



CHAPTER 3
Prediksi Harga dan Segmentasi 

Mobil Bekas Menggunakan Regresi 
Dan Clustering Machine Learning 

Berbasis Fitur Kendaraan

Nurul Qomariyah, Eko Subyantoro, Amanda Bulan 
Nayla, Gilang Rizki Ramadhan, Syahreza Riatma

A.	 Ringkasan

Penelitian ini membahas pengembangan model prediksi harga dan 
segmentasi mobil bekas menggunakan pendekatan machine learning 
berbasis fitur kendaraan. Latar belakang penelitian berangkat dari 
pesatnya pertumbuhan pasar mobil bekas, yang menuntut metode analisis 
cerdas untuk menentukan harga dan segmentasi pasar secara akurat. 
Untuk menjawab tantangan tersebut, penelitian ini memanfaatkan dua 
pendekatan utama: regresi untuk memprediksi harga jual kendaraan 
berdasarkan fitur seperti tahun pembuatan, jarak tempuh, dan jenis bahan 
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28 Strategi Cerdas Pengolahan Data untuk Analitik Prediktif dan Segmentasi

bakar, serta clustering untuk mengelompokkan mobil ke dalam segmen 
pasar dengan karakteristik yang serupa.

Metodologi penelitian menggunakan dataset mobil bekas dari 
India yang terdiri dari 14.993 entri dan 11 fitur utama. Pra-pemrosesan 
dilakukan melalui pembersihan data, penanganan nilai kosong, encoding 
fitur kategorikal, serta normalisasi data numerik. Proses segmentasi 
dilakukan dengan algoritma K-Means, dan hasil evaluasi menunjukkan 
dua klaster optimal dengan nilai Silhouette Score tertinggi (0,717), yang 
membedakan segmen mobil harga menengah dan premium. Selanjutnya, 
model Random Forest Regressor digunakan untuk prediksi harga, 
menghasilkan performa tinggi dengan nilai R² = 0,9477, MAE = 92.439, 
dan RMSE = 146.838, menunjukkan tingkat akurasi yang sangat baik.

Hasil penelitian menunjukkan bahwa kombinasi metode regresi dan 
klasterisasi secara signifikan meningkatkan keandalan prediksi harga 
mobil bekas. Segmentasi pasar berbasis data juga memberikan wawasan 
strategis bagi pelaku industri otomotif dalam menentukan strategi harga 
dan pemasaran yang lebih terarah. Penelitian ini merekomendasikan 
pengembangan lebih lanjut dengan integrasi algoritma ensemble dan 
klasterisasi adaptif seperti DBSCAN atau Gaussian Mixture Model, serta 
penerapan sistem prediktif berbasis web agar dapat dimanfaatkan secara 
langsung oleh dealer, platform jual beli, dan konsumen.

B.	 Pendahuluan

Latar Belakang

Dalam beberapa tahun terakhir, pasar mobil bekas telah menunjukkan 
pertumbuhan yang signifikan, terutama di negara-negara berkembang. 
Perkembangan ini mendorong pentingnya pengembangan metode yang 
efektif untuk memprediksi harga serta mengelompokkan segmen pasar 
berdasarkan fitur kendaraan. Penerapan teknik machine learning, termasuk 
regresi dan clustering, telah menjadi fokus penelitian yang intensif karena 



CHAPTER 4
Analisis Perbandingan Metode 

Clustering untuk Segmentasi Daerah 
Berdasarkan Data COVID-19

Agiska Ria Supriyatna, Zuriati, Dheril Pratama 
Prasetya, Fadil Risa Oktariano, Riky Alvian

A.	 Ringkasan

Penelitian ini menganalisis segmentasi wilayah di Indonesia berdasarkan 
pola penyebaran COVID-19 menggunakan berbagai metode clustering, 
yaitu K-Means, DBSCAN, Hierarchical Clustering, dan DBA-KMeans. 
Tujuannya adalah mengelompokkan provinsi-provinsi yang memiliki 
kesamaan tren penyebaran kasus aktif harian untuk mendukung 
pengambilan keputusan kebijakan publik berbasis data. Data yang 
digunakan berupa deret waktu kasus COVID-19 harian dari Maret 2020 
hingga Maret 2022 untuk 34 provinsi di Indonesia. Melalui pendekatan 
Dynamic Time Warping Barycenter Averaging K-Means (DBA-KMeans), 
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64 Strategi Cerdas Pengolahan Data untuk Analitik Prediktif dan Segmentasi

penelitian ini berhasil menangkap variasi temporal antar wilayah yang tidak 
selalu sinkron secara waktu namun serupa dalam pola penyebarannya.

Hasil eksperimen menunjukkan bahwa metode DBA-KMeans mampu 
membentuk tiga klaster utama: risiko rendah, sedang, dan tinggi. Provinsi 
seperti DKI Jakarta, Jawa Barat, dan Jawa Timur termasuk dalam klaster 
risiko tinggi dengan pola lonjakan tajam pada gelombang varian Delta 
dan Omicron, sedangkan wilayah seperti Gorontalo dan Maluku Utara 
tergolong risiko rendah dengan tren kasus yang stabil. Evaluasi kuantitatif 
memperlihatkan bahwa DBA-KMeans unggul dalam menangani data deret 
waktu dengan nilai Inertia terendah dan Silhouette Score tinggi (0,668), 
menunjukkan kualitas klasterisasi yang baik. Visualisasi hasil klaster juga 
memperlihatkan perbedaan pola penyebaran antar kelompok, sekaligus 
mempermudah interpretasi spasial-temporal pandemi di Indonesia.

Secara keseluruhan, penelitian ini menegaskan efektivitas DBA-
KMeans berbasis DTW sebagai metode klasterisasi spasial-temporal 
dalam menganalisis pandemi. Pendekatan ini tidak hanya deskriptif tetapi 
juga aplikatif, karena dapat membantu pemerintah dalam merancang 
kebijakan mitigasi yang lebih kontekstual berdasarkan pola risiko wilayah. 
Pengembangan lebih lanjut disarankan dengan menambahkan variabel 
seperti tingkat vaksinasi, mobilitas sosial, dan kapasitas layanan kesehatan, 
serta menerapkan model prediktif berbasis deep learning atau metode 
shape-based clustering untuk mendukung sistem peringatan dini yang 
lebih adaptif dan presisi.

B.	 Pendahuluan

Latar Belakang

Pandemi COVID-19 menjadi peristiwa global yang mengguncang tatanan 
sosial, ekonomi, dan kesehatan dalam skala yang belum pernah terjadi 
sebelumnya pada abad ke-21. Sejak kemunculan kasus pertama di Wuhan 
pada akhir 2019, virus ini dengan cepat menyebar ke seluruh penjuru 
dunia, menyebabkan krisis multidimensi yang melampaui sekadar isu 



CHAPTER 5
Optimasi Klasifikasi Dini Penyakit 

Stroke Menggunakan Stacking 
Ensemble Berbasis Random Forest, 

XGBoost, dan LightGBM dengan 
Logistic Regression sebagai Meta-

Classifier

Nurul Qomariyah, Ismail Puji Saputra, Eja Prastio, 
Farhan Febri Aryaputra

A.	 Rin gkasan

Penelitian ini berfokus pada optimasi klasifikasi dini penyakit stroke 
menggunakan pendekatan stacking ensemble yang menggabungkan tiga 
model pembelajaran mesin — Random Forest, XGBoost, dan LightGBM 
— dengan Logistic Regression sebagai meta-classifier. Latar belakang 
penelitian ini berangkat dari urgensi deteksi dini stroke sebagai penyakit 
dengan angka kematian tinggi di dunia, di mana model tunggal sering 
kali gagal mendeteksi kasus minoritas akibat ketidakseimbangan data 
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98 Strategi Cerdas Pengolahan Data untuk Analitik Prediktif dan Segmentasi

medis. Dengan menggunakan dataset publik Stroke Prediction Dataset 
yang berisi lebih dari 40 ribu data pasien, penelitian ini menerapkan 
pipeline preprocessing yang meliputi imputasi data hilang, normalisasi, 
dan encoding fitur kategorikal agar model dapat belajar secara optimal 
tanpa oversampling.

Hasil eksperimen menunjukkan bahwa model stacking ensemble 
memberikan performa terbaik dengan akurasi 92%, ROC AUC 0,972, 
dan F1-score rata-rata 0,91, mengungguli model tunggal. Model mampu 
mendeteksi sebagian besar kasus stroke dengan recall 0,92 pada kelas 
positif (stroke) dan 0,91 pada kelas negatif (non-stroke), menunjukkan 
keseimbangan antara sensitivitas dan ketepatan prediksi. Analisis feature 
importance mengidentifikasi lima faktor dominan terhadap risiko stroke, 
yaitu kadar glukosa darah, hipertensi, penyakit jantung, indeks massa 
tubuh, dan status pernikahan.

Penelitian ini membuktikan bahwa pendekatan stacking ensemble 
efektif dalam meningkatkan akurasi dan stabilitas model prediksi 
medis tanpa harus melakukan penyeimbangan data buatan. Temuan 
ini berpotensi diterapkan dalam sistem deteksi dini berbasis AI untuk 
membantu tenaga medis melakukan skrining pasien berisiko tinggi secara 
lebih cepat dan akurat. Rekomendasi ke depan mencakup validasi eksternal 
dengan data rumah sakit nyata, penerapan teknik interpretabilitas seperti 
SHAP/LIME, serta integrasi model ke dalam dashboard klinis real-time 
guna mempercepat pengambilan keputusan medis.

B.	Pendahuluan

Latar Belakang

Perkembangan teknologi kecerdasan buatan (Artificial Intelligence / 
AI) telah membawa transformasi signifikan dalam bidang kesehatan, 
termasuk dalam diagnosis penyakit kronis seperti stroke. Stroke 
merupakan salah satu penyebab kematian utama di dunia, termasuk 
di Indonesia, dengan angka kematian mencapai lebih dari 6 juta kasus 
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Anvirhesa

A.	 Ringkasan

Penelitian ini mengembangkan sistem prediksi customer churn pada 
industritelekomunikasi menggunakan kombinasiteknikadvanced 
feature engineering, penyeimbangan data (SMOTE dan SMOTEENN), 
sertapendekatanstacking multi-ensemble model. Tujuan utamanya 
adalah untuk meningkatkan akurasi prediksi pelanggan yang 
berpotensi berhentiberlangganan dengan memanfaatkan kekuatan 
gabungan beberapa algoritma machine learning seperti Random Forest, 
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XGBoost, LightGBM, CatBoost, dan Gradient Boosting. Dataset yang 
digunakanadalahIBM Telco Customer Churn Datasetdengantingkat churn 
26,5%. Melaluitahapanpreprocessing, feature engineering, dan balancing 
data, model dibangun untuk menangani tantangan utama seperti ketidak 
seimbangan kelas, keterbatasan representasi fitur, dan overfitting pada 
model tunggal.

Hasil eksperimen menunjukkan bahwa model stacking multi-
ensemble secara konsisten melampaui performa baseline Random 
Forest, meningkatkan akurasi dari 84,49% menjadi 86,62% dan nilai 
ROC AUC dari 0,92 menjadi 0,95. Kombinasi model terbaik (RF + 
CatBoost) menghasilkan keseimbangan optimal antara precision dan 
recall, dengan penurunan signifikan pada false positive dan false negative. 
Selain itu, penggunaan Voting Ensemble berbasis stacking meningkatkan 
performa secara drastis dengan akurasi 97,05% dan ROC AUC 0,9944, 
menjadikannya konfigurasi paling stabil dan presisi. Penelitian ini 
menegaskan bahwa integrasi ensemble learning dan feature engineering 
mampu menciptakan model prediksi churn yang akurat, interpretatif, 
dan adaptif — memberikan nilai strategis tinggi bagi perusahaan dalam 
merancang kebijakan retensi pelanggan yang berbasis data.

B.	 Pendahuluan

Latar Belakang

Dalam era digital saat ini, industri telekomunikasi menjadi salah satu 
sektor yang sangat kompetitif dan cepat berubah. Penyedia layanan seluler 
dan internet berlomba untuk mempertahankan pelanggan mereka di 
tengah persaingan tarif, kualitas layanan, dan inovasi produk. Salah 
satu tantangan utama yang dihadapi perusahaan telekomunikasi adalah 
customer churn, yaitu fenomena ketika pelanggan menghentikan 
layanannya dan berpindah ke penyedia lain.

Menjaga pelanggan yang ada memiliki biaya yang secara signifikan 
lebih rendah dibandingkan dengan memperoleh pelanggan baru. Menurut 
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Nawibowo

A.	 Ringkasan

Penelitian ini menganalisis perbandingan empat model deteksi anomali 
berbasis unsupervised learningAutoencoder, Isolation Forest (IF), Local 
Outlier Factor (LOF), dan One-Class Support Vector Machine (OCSVM)
dalam mengidentifikasi aktivitas abnormal pada trafik jaringan Internet 
of Things (IoT) menggunakan dataset terbaru CIC IoT-IDAD 2024. Latar 
belakang penelitian berangkat dari meningkatnya ancaman keamanan 
IoT, seperti serangan botnet Mirai, yang menuntut sistem deteksi anomali 
adaptif tanpa ketergantungan pada data berlabel. Dengan pendekatan 
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novelty detection, model dilatih menggunakan data trafik normal (benign) 
untuk mengenali pola perilaku sah, kemudian diuji terhadap data 
anomali yang dihasilkan oleh serangan Mirai. Pra-pemrosesan mencakup 
pembersihan data, imputasi median, normalisasi MinMaxScaler, serta 
pembagian data secara strategis agar model hanya belajar dari data benign 
selama pelatihan.

Keempat algoritma diuji secara empiris menggunakan metrik kinerja 
utama seperti Accuracy, Precision, Recall, F1-Score, dan ROC-AUC. Hasil 
eksperimen menunjukkan bahwa Local Outlier Factor (LOF) memberikan 
performa terbaik dengan Accuracy 0.6999, Precision 0.9217, Recall 0.5404, 
F1-Score 0.6813, dan ROC-AUC 0.7798, menandakan keseimbangan tinggi 
antara kemampuan mendeteksi serangan dan menghindari alarm palsu. 
Autoencoder menempati posisi kedua dengan precision baik (0.8553) 
namun recall rendah (0.3024), menunjukkan bahwa model ini akurat tetapi 
sering melewatkan anomali. Sementara Isolation Forest dan One-Class SVM 
menunjukkan performa yang jauh lebih lemah, masing-masing memiliki 
nilai F1 di bawah 0.1 dan recall sangat rendah (<0.05), menandakan 
keterbatasan mereka dalam mengenali pola serangan kompleks pada 
trafik IoT.

Secara keseluruhan, penelitian ini menegaskan bahwa LOF 
merupakan metode paling efektif untuk deteksi anomali pada jaringan 
IoT berbasis data flow, karena kemampuannya mengadaptasi variasi 
lokal dan menangani ketidakseimbangan data dengan baik. Sementara 
Autoencoder menunjukkan potensi untuk dikembangkan lebih lanjut 
dengan optimasi threshold dan tuning arsitektur, metode IF dan OCSVM 
dinilai kurang cocok untuk skenario IoT tanpa pelabelan eksplisit. Temuan 
ini memberikan landasan empiris bagi pengembangan sistem deteksi 
anomali IoT yang lebih adaptif, akurat, dan efisien dalam menghadapi 
ancaman siber yang terus berevolusi.
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